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Abstract: 

Identifying a person's age and gender from speech signal characteristics poses a significant challenge in personal 

identity recognition systems, particularly when security considerations are involved. In signal processing applications 

such as speaker recognition, biometric identification, human-machine interface (HMI), and telecommunication, age 

and gender estimation from voice is a crucial and demanding problem. In several signal processing domains, deep 

learning models have demonstrated remarkable effectiveness. In this paper, we propose a new deep learning system 

for the identification of speakers age and gender from speech using various speech features. We tested modified 

convolutional neural networks (CNN), and recurrent neural networks (RNN), including machine learning modals like 

support vector classification (SVC), decision trees (DT). The deep learning-based modified CNN and RNN, along 

with dimensionality reduction and cross-validation, proposed for age and gender recognition from speech. We applied 

different dimensionality reduction techniques like principal component analysis (PCA), linear discriminant analysis 

(LDA), independent component analysis (ICA), and T-distributed stochastic neighbourhood estimation (TSNE) along 

with various sets of cross-validations. In this study, we used the open-air Children Speech Recognition dataset, the 

Biometric Visions and Computing Dataset (BVC) and the Mozilla Common Voice speech datasets for age and gender 

estimation from speech. The proposed modal performs better compared with existing deep learning modals. The 

dimensionality reduction, selection of speech features, and cross-validation played a major role in age and gender 

identification from the speech signal. The evaluation metrics, like accuracy, loss, sensitivity, precision, recall, and F1 

score, were evaluated and compared with existing methods.  
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