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The problem of malware detection is to classify logged data about processes
and their behaviour and to identify which processes are potentially dangerous
(malware). Historically, large number of diverse methods have been applied on
this problem, including some AI methods such as machine learning [3].

Knowledge base (KB) embedding is a neural-symbolic approach to represent
knowledge base in a low-dimensional vector space keeping as much essential
information as possible. In recent years there have been many approaches to
achieve such representation ranging from simpler attempts like TransE [2] to
more sophisticated ones like Cone embedding [5] and Sphere embedding [4].

We propose to apply KB embedding to the problem of malware detection.
We will work with the EMBER dataset [1] and its ontological representation
developed by Švec et al. [6, 7]. The main advantages we hope this approach
could give us are the following:

– the approach is combinable with standard machine learning algorithms once
we have good embedding;

– the embedding could reveal hidden connections in our dataset;
– the embedding may possibly improve detection results due to incorporated

symbolic knowledge.
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